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Subcooled flow film boiling experiments were conducted on a vertical flat plate, 30.5 cm in height, and
3.175 cm wide with forced convective upflow of subcooled water at atmospheric pressure. Data have
been obtained for mass fluxes ranging from 0 to 700 kg/m2s, inlet subcoolings ranging from 0 to 25 �C
and wall superheats ranging from 200 to 400 �C. Correlations for wall heat transfer coefficient and wall
heat flux partitioning were developed as part of this work. These correlations derive their support from
simultaneous measurements of the wall heat flux, fluid temperature profiles, liquid side heat flux and
interfacial wave behavior during steady state flow film boiling. A new correlation for the film collapse
temperature was also deduced by considering the limiting case of heat flux to the subcooled liquid being
equal to the wall heat flux. The premise of this deduction is that film collapse under subcooled conditions
occurs when there is no net vapor generation. These correlations have also been compared with the data
and correlations available in the literature.

� 2009 Published by Elsevier Ltd.
1. Introduction

Understanding the heat transfer processes during film boiling is
important in many areas of engineering technology and geophysics
such as nuclear safety, cooling of rocket engines, quenching of met-
als and flow of cryogenic liquids in heated pipes. At relatively high
flooding rates, when the wall temperature is too high for the liquid
to rewet the wall, and particularly if the liquid at the axially pro-
gressing quench front is subcooled, a liquid column is formed
downstream of the quench front, separated from the hot wall by
a thin vapor film. The vapor film can accommodate steep velocity
and temperature gradients. This flow regime is known as inverted
annular film boiling. Inverse annular flow film boiling typically in-
volves heat transfer from the wall to the vapor blanket and subse-
quently from the vapor to the liquid core. Some heat will also be
transferred directly from the wall to the liquid core by radiation.
Many experimental and theoretical studies have been conducted
to quantify the heat transfer during film boiling, some of which
are discussed below.

Since Bromley’s [1] study of film boiling, numerous analytical/
numerical [2–5] and experimental [5–8] studies of saturated and
subcooled film boiling on heaters of various geometries have ap-
peared in the literature. An extensive review of the previous work
is given in [9] and [10]. In general it is observed that the results of
analytical and numerical work, in which a stable laminar film with
a smooth vapor–liquid interface is assumed, agree with the exper-
Elsevier Ltd.
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imental results only close to the quench front. Further downstream
of the quench front, these analyses tend to under-predict the aver-
age heat transfer coefficient and inaccurately predict the depen-
dence of the local heat transfer coefficient on the distance from
the leading edge. From the visual observations of vapor–liquid
interface during film boiling [7,8], it was observed that the
vapor–liquid interface is covered by waves of different wave-
lengths. A smooth interface exists only a short distance near the
leading edge.

Greitzer and Abernathy [6] recognized the importance of the
presence of bulges of vapor at the vapor–liquid interface to the film
boiling heat transfer mechanism and presented a model for film
boiling in which the time dependence of the phenomenon is taken
into account. Using mechanistic arguments, they were able to re-
late relevant terms representing the total force exerted by the
vapor on the mass of liquid adjacent to the vapor film and the
buoyancy and drag forces on the bubbles to the bubble size and
velocity and were thereby able to obtain an expression for the
average heat transfer coefficient. Their expression however, un-
der-predicts experimental data for Freon-113 by a factor of three
to four and does not accurately predict the variation of heat trans-
fer coefficient with heater length.

Noting that the heat transfer coefficients predicted by laminar
models were lower than the experimental data, several investiga-
tors [11–13] argued that the vapor flow in the film must be turbu-
lent after short distances from the leading edge. These models
based on turbulent flow however predict significantly lower heat
transfer coefficients than the experimentally determined values.
For common fluids boiling on vertical surfaces of the length of
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Nomenclature

Cp specific heat
h heat transfer coefficient
hfg latent heat of vaporization
g acceleration due to gravity
G mass flux
Ja Jacob number Jasub ¼ CPlDTsub

hfg
; Jasup ¼ CPv DTw

hfg

� �
k thermal conductivity
lwaves distance required for the formation of the waves as

measured from the leading edge

Lc characteristic length scale Lc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r
gðql�qv

q� �
l* dimensionless distance for the formation of waves

l� ¼ lwaves
Lc

� �
Nu Nusselt Number Nu ¼ hLc

kv

� �
P pressure
Pr Prandtl number
q heat flux
Re Reynolds number Re ¼ qULc

l

� �
T temperature
U velocity
y distance normal to the heater surface
z axial distance from the leading edge

z* dimensionless axial distance z� ¼ Z
Lc

� �

DT temperature difference

Greek letters
d vapor film thickness
l viscosity
q density
r surface tension

Subscripts
conv convective
cr critical
fc film collapse
i interface
i–l vapor–liquid interface to liquid
in inlet
l liquid
MFB minimum film boiling
sub subcooling
sup superheat
sat saturated
v vapor
w wall
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ten centimetres or so, the vapor film Reynolds number is certainly
not high enough to justify the assumption of a turbulent vapor
film. Turbulent vapor flow if it exists is produced by time-depen-
dent wave oscillation. This turbulent flow will be confined to the
region under large amplitude waves. However, Bui and Dhir [7]
showed that the contribution of the region under large amplitude
waves to the overall heat transfer rate is small.

Bui and Dhir [7] studied saturated pool film boiling on a vertical
flat plate. Their study involved both experiments and mechanistic
modeling. Their model assumed that as the vapor flow path be-
comes longer with increasing surface length, the vapor–liquid
interface becomes unstable and interfacial waves are formed. The
peaks of the waves appear as bulges. By dividing the vapor film
into cells supporting a single bulge, the film boiling heat transfer
coefficients are obtained for each cell. Their model was found to
compare well with experimental heat transfer coefficients for sat-
urated film boiling on a vertical flat plate.

Vijaykumar and Dhir [8] extended the work of Bui and Dhir [7]
and studied natural convection film boiling of subcooled water.
They showed from their experiments that the existing theoretical
models for subcooled film boiling are insufficient and that to
understand and predict subcooled film boiling accurately, one
has to consider the vapor–liquid interface behavior in great detail.
Using still photography and video pictures, they observed the exis-
tence of a finite vapor layer at the leading edge and ripples and
large waves (bubbles) on the interface. The interface and liquid
velocities in the boundary layer adjacent to the interface were
measured using hydrogen bubble flow visualization method and
the liquid side heat flux was measured using holographic interfer-
ometry. They also developed theoretical models for the wavelength
and the interfacial velocity. However, they did not develop any
model for wall heat transfer including the effect of interfacial
waves.

Aritomi et al. [14] conducted inverted annular film boiling
experiments under various heat flux, inlet velocity and inlet subco-
oling conditions using Freon-113. They proposed empirical correla-
tions for net vaporization rate from the interface, heat flux from
the interface to the liquid phase, interfacial shear stress and heat
transfer coefficient from the wall to the liquid. However, these cor-
relations all have the vapor film thickness as one of the parameters
and the film thickness being an unknown in most situations ren-
ders these correlations not very useful for prediction. Also, no di-
rect measurements of the interfacial heat transfer were made in
this experimental work. Comparisons of the correlations were
made only against the measured wall heat transfer coefficient.

Because of the large amount of empiricism built in the previous
models, all the deviations between the experimental data and the
model predictions are concealed in the empirical constants. The er-
rors arising out of various approximations made while developing
these models will be masked by these approaches because ulti-
mately it is only the total heat transfer coefficient which was com-
pared with the data and not the individual parameters like the
vapor film thickness or the interfacial heat transfer.

In order to develop a mechanistic model for the subcooled flow
film boiling process, the key issues that need to be addressed are
wall heat flux partitioning and interfacial heat transfer. The pool
film boiling data given in [8] is the only data available so far on
liquid side heat transfer. Thus one of the goals of this study was
to determine the rate of interfacial heat transfer that occurs during
subcooled film boiling. The experimental data gathered during this
study was used to expand the experimental database and develop
relevant correlations. In addition a correlation for the minimum
film collapse temperature was also deduced by considering the
limiting condition where all the wall heat flux is utilized in heating
up the liquid. This correlation is compared with existing models
and experimental data.

2. Experimental apparatus and procedure

2.1. Experimental apparatus

The schematic of the flow loop is shown in Fig. 1(a). The flow
loop consists of two tanks, each with a volume of 1.25 m3, a centrif-
ugal pump, turbine flow meter, bypass line, preheater and test
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Fig. 1. (a) Schematic of the flow loop and (b) cross-section of the test chamber.
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section. One of the supply tanks is also fitted with immersion heat-
ers to degas and preheat the distilled water used in the experi-
ments. The preheater consisted of a 210 kW flanged immersion
heater fitted vertically onto a stainless steel container. The power
to the immersion heater is controlled using a SCR power controller.
Using the power controller and thermocouple outputs, it is possi-
ble to control the liquid subcooling accurately. Thermocouples
and pressure transducers are installed at the inlet and exit of the
heating section.

The flow channel for the test section is 1.83 m long, of which the
heated section is 0.305 m. A 0.61 m long flow development section
is provided upstream of the heated section, while a 0.305 m long
section is provided downstream of the heated section. In addition,
transition sections from circular to rectangular geometry, each
0.305 m long, are provided upstream and downstream of the test
section. A flow straighter is also placed at the inlet of the flow
developing section. The cross section of the flow channel is shown
in Fig. 1(b). The flow channel is almost square in cross section with
a flow area of 16.33 cm2. The copper block, which is heated, is
mounted flush with one of the inside walls of the flow channel,
while pyrex glass windows are provided on the other three sides
of the channel. The glass windows help in visual observation of
the flow. The copper block has thermocouple embedded in them
which are used to determine the temperature and heat flux at
the surface. The thermocouples (K-type, 0.81 mm diameter) are lo-
cated at seven different axial locations along the length of the cop-
per block. At each axial location, there are eight thermocouples
embedded in the block at discrete locations normal to the heating
surface. Thus, a total of 56 thermocouples are placed in the copper
block. The heating of the copper block is achieved using 36 car-
tridge heaters embedded in the back of the copper block. These
cartridge heaters were arranged such that the heat flux at the boil-
ing surface is uniform. The total installed power in the test section
is 27 kW. The power supplied to the cartridge heaters, and hence to
the copper block, is controlled with a SCR power controller.

Five microthermocouples (K-type, 0.25 mm diameter) are
mounted in the test chamber to measure the liquid temperature
profile adjacent to the test surface. These microthermocouples
are connected to micrometers making it possible to traverse the
width of the channel. They are used to measure liquid and vapor
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temperatures at axial distances of 0.64 cm, 6.48 cm, 15.25 cm,
24.00 cm and 29.86 cm, respectively, from the leading edge of
the copper surface.

2.2. Experimental procedure

Prior to each test run, the test surface was prepared as follows:
(i) the surface was polished with 600 grit emery paper and then
cleaned with DI water, (ii) the surface was then polished to a mir-
ror finish using a metal polishing compound and then cleaned with
acetone and DI water. Startup of a typical experiment began with
degassing of the test liquid by vigorous boiling of the liquid as it
passes over the preheater and through the bypass loop. The flow
rate was then set to the required value. The flowrate was measured
using the turbine flowmeter. Desired subcooling was maintained
throughout the experimental run by controlling power to the pre-
heater. The subcooling of the liquid could be maintained to within
±0.2 �C. Once the desired subcooling of the liquid was attained, the
power to the cartridge heaters in the copper block was turned on.
Initially, when the power supplied was low, the primary mecha-
nism of heat transfer into the liquid was forced convection. The
power was then gradually increased until transition from nucleate
to film boiling was achieved. The power supply was then adjusted
to attain the desired wall temperature. When steady state was
reached, the temperatures were recorded on an Omega data acqui-
sition system. Tests were considered to be at steady state when the
temperature of the copper block changed by less than ±1 �C in five
minutes. The vapor and the liquid temperature profiles were mea-
sured using traversable microthermocouples. The traversable mic-
rothermocouples were first moved in towards the heater surface
till they just touch the surface and then they were moved out in
steps of 0.025 mm till they measure the bulk liquid temperature.
As they were being moved out, temperatures were recorded using
a Personal DAQ (data acquisition) module.

Still and motion pictures of the interfacial wave structure were
taken using a high-speed CCD camera. This camera is capable of
recording pictures with a resolution of 256 � 256 pixels and has
a maximum frame rate of 1220 frames/s. This camera is also capa-
ble of being fitted with lenses of various focal lengths as per exper-
imental requirements.

2.3. Data reduction

Since the experiments were conducted under steady state condi-
tions, the wall heat flux, qw, was directly estimated from the temper-
ature gradient measured with the thermocouples embedded in the
copper block. The total power supplied to the copper block was also
measured. A comparison of the measured and calculated total
power shows that the difference is approximately 12% which means
that the heat loss from the copper block was of the order of 12%.
These losses are due to conduction to the stainless steel frame from
the sides and the ends of the copper block. These losses were ac-
counted for by assuming the heat transfer from the copper block
to the stainless steel frame to be heat transfer to a semi-infinite so-
lid. The details are given in [15]. The wall temperature, Tw was esti-
mated by extrapolating these temperatures to the surface. The film
boiling heat transfer coefficient (hw) was then estimated as,

hwðzÞ ¼
qwðzÞ

ðTwðzÞ � TsatÞ
ð1Þ

Wall heat flux (qw) was also estimated from the vapor temper-
ature profiles by calculating the temperature gradient in the vapor
film.

qw�vðzÞ ¼ �kv
@T
@y
ðzÞ
����
w

ð2Þ
Liquid side temperature gradient was estimated by calculating
the gradient at the vapor–liquid interface of a smooth profile (cubic
polynomial) drawn through the measured liquid temperatures. Li-
quid side heat flux was then estimated as

qi�lðzÞ � kl ¼
@T
@y
ðzÞji ð3Þ
2.4. Uncertainty estimation

Uncertainty in measured wall heat flux was due to (i) uncer-
tainty in the thermal conductivity of copper, (ii) uncertainty in
the temperature gradient in the copper block and (iii) uncertainty
due to lack of one-dimensional heat transfer. The uncertainty in
the thermal conductivity (k) of the copper block was estimated
to be approximately 1%. The maximum uncertainty in the wall heat
flux due to lack of one-dimensional heat transfer was estimated
from the measured temperature profiles in the solid to be about
7% for all the axial locations except for at the inlet and at the exit
of the test section. Close to the inlet and the exit of the test section,
the uncertainty due to lack of one-dimensional conduction was
about 12%. The uncertainty in temperature gradient inside the cop-
per block is due to (i) uncertainty in temperature measurement
and (ii) uncertainty in thermocouple placement. The uncertainty
in temperature measurement was estimated to be ±0.2 �C. The
uncertainty in the placement of thermocouples in the copper block
was estimated to be ±0.5 mm. Based on these uncertainties, the er-
ror in the calculated qw of 7.1, 15 and 20 W/cm2 are ±15.1%, ±10.7%
and ±8.6% and respectively. The maximum uncertainty in the cal-
culated heater surface temperatures estimated to be about
±0.9 �C for the case of G = 700 kg/m2s, DTw = 350 �C and
DTsub = 24.5 �C. Based on the uncertainties in qw and Tw, the uncer-
tainty in hw is estimated to be about 15.2% for hw = 260 W/m2K
which corresponds to the lowest value of hw measured in the pres-
ent study. As hw increases, the uncertainty in hw decreases and
hence 15.2% is the maximum uncertainty in the estimation of hw.
Details of thermocouple calibration and uncertainty calculations
can be found in [15].

Liquid side temperature gradient was estimated by calculating
the gradient at the vapor–liquid interface of a smooth profile (cubic
polynomial) drawn through the measured liquid temperatures. The
uncertainty in qi–l is due to (i) uncertainty in thermal conductivity
of the liquid and (ii) uncertainty in the estimation of the slope of
the profile, ð@T=@yÞ. The uncertainty in the thermal conductivity
of the liquid is about 1%. The uncertainty in estimation of
ð@T=@yÞi is due to the error in estimation of parameters of the
non-linear curve fit. This error was estimated using JMP Statistical
Analysis Software. For G = 175 kg/m2s, DTw = 270 �C, DTsub = 4.8 �C
the error in ð@T=@yÞi was estimated to be about 14.2%. Conse-
quently, the uncertainty in liquid side heat flux (qi–l = 6.3 W/cm2)
was estimated to be 14.4%. For G = 350 kg/m2s, DTw = 270 �C and
DTsub = 15.2 �C, the estimated error in ð@T=@yÞi was found to be
10.8% thus giving rise to an uncertainty in the measured liquid side
heat flux (qi–l = 14.8 W/cm2) of 10.9%.

3. Results and discussion

3.1. Wall heat flux partitioning during subcooled film boiling

Various heat transfer components during subcooled film boiling
are schematically shown in Fig. 2. The heat transfer process in film
boiling is a three-step process: heat transfer from wall to vapor
(qw-v), from vapor to interface (qv-i) and interface to liquid core
(qi–l). In addition to these, heat is transferred directly from the wall
to the interface through radiation (qrad). These components are re-
lated to each other as follows (from [16]):



Fig. 2. Heat transfer modes during subcooled film boiling.
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Fig. 3. Experimental wall heat transfer coefficient results – comparison with two-
phase boundary layer theory [2].
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Q w ¼ qwAw ¼ qw�vAw þ qradAw ð4Þ
Qv;conv ¼ qv;convAw ¼ qw�vAw � qv�iAi ð5Þ
Q evap ¼ qevapAi ¼ qv�iAi þ qradAw � qi�lAi ð6Þ

In the range of wall superheats studied in this work, qrad

(Appendix A) and qv,conv (Appendix B) are negligible. Also assuming
Aw � Ai, Eqs. (4)–(6) can be simplified to,

qw ¼ qi�l þ qevap ð7Þ

In the present study, qw and qi–l were measured independently
from the temperature profiles inside the copper block and the li-
quid temperature profiles, respectively. The evaporative heat flux
(qevap) was then estimated by subtracting qi–l from qw. The experi-
mental results of qw and qi–l will be discussed in Sections 3.1.1 and
3.1.4, respectively.
3.1.1. Wall heat flux (qw) and film boiling heat transfer coefficient (hw)
Flow film boiling experiments with water at atmospheric pres-

sure were conducted under steady state conditions for G varying
from 0 to 700 kg/m2s, DTw varying from 0 to 25 �C and DTw varying
from 200 to 350 �C. Measurements of qw and Tw were made at se-
ven different axial locations. In this paper, DTsub,in refers to the inlet
liquid subcooling whereas, DTsub refers to the local liquid subcool-
ing at any given axial location. For a given inlet subcooling, DTsub,in,
the local liquid subcooling, DTsub, can be estimated at any location
downstream as shown in Appendix C.

3.1.2. Effect of axial location (z), massflux (G), liquid subcooling
(DTsub) and wall superheat (DTw) on heat transfer coefficient

In Fig. 3 measured hw values are plotted as a function of dis-
tance from the leading edge for three values of DTsub,in for constant
DTw and G. In this figure, for comparison, hw predicted from a two-
phase laminar boundary layer analysis [2] are also plotted. It is
seen that the two-phase laminar boundary layer analysis under-
predicts the experimental wall heat transfer results. Also the
experimentally obtained hw varies weakly with distance from the
leading edge (z), whereas the two-phase boundary layer analysis
suggests that the heat transfer coefficient varies as z�0.25.

The experimental results showing weak dependency of hw on z
have been reported for film boiling on a vertical surface by a num-
ber of researchers [7,8,10,19]. Bui and Dhir [7] explained the rea-
son for this behavior as follows: Near the leading edge, the
interface is free of any waves and two-phase boundary layer type
analysis [2,5,17] is applicable for the film. The heat transfer coeffi-
cient very close to the leading edge is thus a function of distance
from the leading edge but is independent of time. At short dis-
tances from the leading edge, waves with both long and short
wavelengths develop. Vapor bulges or bubbles and ripples sweep
a given location on the wall alternatively. Since the rates of heat
transfer under the bubble and the film are different, the heat trans-
fer coefficient at a given location is time dependent. Hence, a time-
averaged hw value is independent of distance from the leading
edge.

Photographs showing the wavy structure of the interface are
shown in Fig. 4. This figure shows a front view of the interface
for G = 350 kg/m2s, DTw = 250 �C and DTsub = 0.8 �C, 4.7 �C and
9.5 �C. For DTsub = 0.8 �C, the interface is covered with both large-
scale and small-scale waves. As DTsub is increased, the amplitude
of the large-scale waves shrinks and for the case of DTsub = 9.5 �C,
the large-scale waves cannot be differentiated from the ripples
any more and the entire interface is comprised of two dimensional
ripples. Similar interfacial wave pattern was also observed in the
study by Bui and Dhir [7] and Vijaykumar and Dhir [8].

From the motion pictures of the vapor–liquid interface, infor-
mation on distance required for formation of waves was also ob-
tained. It was observed that DTw, DTsub and G had an effect on
the distance for the formation of the waves (lwaves). Increasing DTsub

and G increased lwaves, whereas increasing DTw decreased lwaves.
Data for lwaves for various conditions of DTw, DTsub and G were ob-
tained and the following correlation was developed for l* (non-
dimensional distance for formation of the waves).

l� ¼ 2:19ð1þ 0:0005RelÞð1� 1:61JasupÞð1þ 313:6JasubÞ ð8Þ

Details of this correlation and the data for lwaves are given in
[15]. This correlation is valid only for water in the following range
of conditions: 0 6 Rel 6 5500, 0 6 Jasub 6 0.046, 0.19 6 Jasup 6

0.28. This correlation gives an estimate for the axial location be-
yond which hw is independent of z. For z* < l*, hw is dependent on
z* whereas for z* > l*, hw is independent of z*. Most data points ob-
tained in the present study belong to the range z* > l*.

The wall heat transfer coefficient, hw, was found to be a strong
function of DTsub, G and DTw. In Fig. 5, the effect of DTsub, G and
DTw on hw is plotted. The wall heat transfer coefficient, hw, in-
creases with increasing DTsub and G but decreases with increasing
DTw. The data indicates a linear dependence of hw on DTsub. The
slope of these lines decreases with increasing DTw, indicating that
the effect of DTsub decreases with increasing DTw. This is consistent
with the observations of [7,8] and is due to increased thickness of
the vapor film.



Fig. 4. Visual observations of film boiling. Interfacial waves for G = 350 kg/m2s,
DTw = 250 �C, z = 100 mm and (a) DTsub = 0.8 �C, (b) DTsub = 4.7 �C and (c)
DTsub = 9.5 �C.
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on wall heat transfer coefficient.
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3.1.3. Correlation for wall Nusselt Number (Nuw) and comparison with
data

The wall heat transfer coefficient data for z* > l* was first non-
dimensionalized to obtain Nuw and 180 data points were correlated
by the following expression:

Nuw¼0:4
L3

c gðql�qv Þ
2Cpv

kvlv

 !�1=4

Ja�1=4
sup 1þ7

Jasub

Ja1:5
sup

 !
1þ0:0055Re0:5

l

� �
ð9Þ

The form of the above correlation was chosen by taking into
consideration the asymptotic limits of DTsub = 0 �C and Rel = 0.
When both DTsub = 0 �C and Rel = 0, Nuw from Eq. (9) predicts film
boiling heat transfer for saturated pool film boiling conditions.
When Rel = 0 and DTsub >0 �C, Eq. (9) predicts the film boiling
Nuw for subcooled pool film boiling. As will be shown later, predic-
tions from Eq. (9) compare very well with the data from experi-
ments for both saturated and subcooled pool film boiling
conditions. In developing Eq. (9), the linear dependence of Nuw

on DTsub and the observation that the slope of this linear function
decreases with increasing DTw was taken into account by introduc-
ing the term 1þ 7 Jasub

Ja1:5
sup

� �
. This is consistent with the correlation gi-

ven by Dhir and Purohit [5] for flow film boiling on spheres. The
dependence of Nuw on Re0:5

l is also consistent with [5,18].
This correlation was developed primarily for water at atmo-

spheric pressure and is valid in the following range of conditions:
z* > l*, 0 6 Rel 6 5500, 0 6 Jasub 0.046, 0.19 6 Jasup 6 0.28. Compari-
son of Nuw predicted using Eq. (9) with experimental data from
the present work is shown in Fig. 6. Using Eq. (9), the present
experimental data can be predicted to within ±20%.

An attempt was also made to extend this correlation to other
fluids by adopting the method proposed by Bui and Dhir [7] and

hence introducing the factor L3
c gðql�qv Þ

2Cpv
kvlv

� �
. Fig. 7 shows compari-

son of Eq. (9) with the Freon-113 data of Aritomi et al. [14]. In their
experiments, the effect of Ul and DTsub on the axial variation of hw

was studied. Even though Eq. (9) is developed for Nuw that is inde-
pendent of z, Fig. 7 indicates that both the experimental hw and the
predicted hw show a strong dependence on z. This is due to the ax-
ial variation of DTw in their experiments. This figure shows that the
effects of Ul and DTsub are captured well by Eq. (9), even for Freon-
113.
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In Fig. 8, Eq. (9) is compared with various other data sets that
involve film boiling at higher system pressures [10], and Freon-
113 data [19,14]. The experimental conditions and range of param-
eters studied in these experiments are given in Table 1. Fig. 8
shows that Eq. (9) agrees well with the experimental data and pre-
dicts the data to within ±25%. Detailed calculations that show the
comparison of the predictions from Eq. (9) with the experimental
data from the present work and from the literature can be found
in [15].

3.1.4. Liquid side heat transfer and evaporation heat flux
The fluid temperature profiles were measured at five different

axial locations using traversable microthermocouples. The typical
response time of these thermocouples is about 5–7 ms. Fig. 9
shows the vapor and liquid temperature profiles at an axial loca-
tion of 64.8 mm from the leading edge. The traversable microther-
mocouples were first moved in towards the heater surface till they
just touch the surface and then they were moved out in steps of
0.025 mm till they measure the bulk liquid temperature. At every
position of the thermocouple, the temperatures were recorded
for 30 s. At any given position, the maximum variation in the fluid
temperatures was ±1.5 �C [15]. In Fig. 9(a), time averaged Tfluid data
(over a period of 30 s) are plotted as a function of distance from the
heater surface (y). Fig. 9(b) is a zoomed view of Fig. 9(a) highlight-
ing the part of the fluid temperature profile close to the vapor–li-
quid interface and inside the liquid boundary layer. From
Fig. 9(a) it is clear that a large temperature gradient exists close
to the heated wall. Far from the interface, the fluid temperature
is the bulk liquid temperature.
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Table 1
Experimental conditions for hw data.

Investigators Working
fluid

P (bar) G (kg/m2s) DTsub (�C) Tw (�C)

Present work Water 1.03 0–700 0–25 250–450
Bui and Dhir [7] Water 1.03 0 0–25 250–500
Vijaykumar and

Dhir [8]
Water 1.03 0 0–25 250–500

Aritomi et al. [14] R-113 1.03 778–3112 10.7–20.7 150–300
Ohtake and

Nishio [19]
R-113 1.03 0 0–30 107–207

Shiotsu and
Hama [10]

Water and
R-113

1.02–4.9 0–4668 0–60 250–450
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Wall heat flux (qw) and liquid side heat flux (qi–l) were esti-
mated from the fluid temperature profiles. Wall heat flux (qw)
was estimated by calculating the temperature gradient in the va-
por film. Wall heat flux (qw) thus calculated was found to be within
±15% of the wall heat flux estimated using the thermocouples
embedded in the copper block. Liquid side temperature gradient
was estimated by calculating the gradient at the vapor–liquid
interface of a smooth profile (cubic polynomial) drawn through
the measured liquid temperatures. Liquid side heat flux was then
estimated using Eq. (3). For the temperature profiles shown in
Fig. 9(b), the liquid side temperature gradients were estimated to
be 106.1, 165.1, 227.3 �C/mm and the corresponding qi–l were esti-
mated to be 7 W/cm2, 10.9 W/cm2 and 14.6 W/cm2 for DTsub = 5.1,
9.7 and 14.8 �C, respectively.

Fig. 10 shows a comparison of the measured liquid side heat
flux at three different DTsub values with that obtained from two-
phase boundary layer theory [2]. Measured qi–l values show a much
weaker dependence on axial location when compared to that pre-
dicted from theory. It must be mentioned here that the liquid side
heat transfer estimated in the present study is only a time-aver-
aged value. In reality, the presence of interfacial waves would
make the liquid side heat transfer transient. Vijaykumar and Dhir
[8], using holographic interferometry, obtained measurements of
liquid side heat transfer. They observed that the liquid side heat
transfer is maximum at the peaks of the wavy interface and mini-
mum at the wave valleys. They explained that most of the evapo-
ration occurs in the valleys and some of the vapor produced in the
valleys is condensed at the peaks.

The effect of DTsub, G and DTw on qi–l and qevap is illustrated in
Fig. 11. Measured qi–l values were found to be a strong function
of DTsub and G, but a weak function of DTw. In the present study,
no systematic effect of DTw on qi–l was observed. This could be ex-
plained by carrying out an energy balance on the vapor–liquid
interface. Following Dhir and Purohit [5], the liquid side heat flux
can be expressed as,

qi�1 ¼ �kl
@T � l
@y

����
y¼d

¼ d
dz

Z dl

0
UlqlCplDTsubdy ð10Þ

From Eq. (10), it can be seen that increasing Ul or DTsub would result
in an increase in the integrand and hence qi–l would increase. In-
crease in wall superheat tends to increase the interfacial velocity
and hence the average velocity in the liquid boundary layer. This
would then increase qi–l. However, in the range of wall superheats
studied in this work, interfacial velocity, as measured from the mo-
tion pictures of the vapor–liquid interface, increases only slightly.
For example, for G = 350 kg/m2s and DTsub = 5 �C the interfacial
velocity at DTw = 210 �C was 0.9 m/s whereas at DTw = 320 �C the
interfacial velocity was 1.1 m/s [15]. Consequently, the measured
qi–l was found to be very weakly dependent on DTw.

In Fig. 11, variation of qevap with DTsub, G and DTw is also plotted.
For the range of DTw studied in the present work, since qv,conv was
estimated to be within the uncertainty level of qw (Appendix B), it
is assumed that the total wall heat flux (qw) is divided between
heat flux into the liquid (qi–l) and heat flux into vapor generation
(qevap). Hence, qw = qi–l + qevap. Since qw and qi–l were measured
independently, qevap can be obtained as,

qevap ¼ qw � qi�l ð11Þ

It was found that for fixed DTw, qevap decreases as DTsub or G in-
creases. This is reflected in the measured film thickness, d which de-
creases when either DTsub or G is increased.

Complete details of all the experimental data obtained in the
present work can be found in [15]. Based on the present data, a cor-
relation for qi–l/qw was developed as a function of Jasub, Rel and Jasup.
This correlation is given as,
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qi�l

qw
¼ 0:012

ql

qv

� �0:5

Pr0:2
l

Ja0:2
subJa�0:6

sup ð1þ 0:0005Re0:75
l Þ

ð1þ 7:7 expð�512JasubÞÞ
ð12Þ

The form of Eq. (12) was chosen by considering the following
asymptotic limits: As Ja?0, qi–l/qw?0, and as Rel?0, predictions
from Eq. (12) should correspond to qi–l/qw values for subcooled pool
film boiling [8]. The factors (ql/qv)0.5 and Pr0:2

l were introduced to
account for the effects of pressure and fluid properties on wall heat
flux partitioning.

In Fig. 12, Eq. (12) is compared with the present experimental
data and with the data of [8]. It can be seen that both these data
sets are predicted within ±20%. Further comparison of the correla-
tion with experimental data was not possible due to lack of exper-
imental data on liquid side heat transfer. To the best of our
knowledge, the only experimental data available so far on liquid
side heat transfer are the present data and the data of [8].

In order to further validate Eq. (12), a correlation for wall super-
heat at film collapse (DTfc) was deduced from Eq. (12). The motiva-
tion behind the correlation for DTfc is as follows: For fixed DTw and
G, increasing DTsub results in more heat going into the liquid.
Hence, qevap decreases. At sufficiently high DTsub, say at DTsub,fc,
the vapor generation rate would become so small or negative that
stable film boiling cannot be sustained and hence the vapor film
collapses. In other words, for given G and DTsub = DTsub,fc, the corre-
sponding DTw would give an estimate for (DTw)fc.

To illustrate the film collapse conditions, the ratios qi–l/qw and
qevap/qw obtained from experimental data as well as those pre-
dicted from Eq. (12) are plotted in Fig. 13, as a function of DTsub

for various DTw values. For fixed DTw, the film collapse occurs at
DTsub for which qi–l/qw = 100%. For example, for DTw = 270 �C and
G = 350 kg/m2s, DTsub at film collapse was estimated to be about
22 �C. From the experiments, it was observed that for DTw = 270 �C
and G = 350 kg/m2s, it was not possible to achieve stable film boil-
ing for DTsub > 20 �C.

3.2. Correlation for minimum film collapse temperature, (Tw)fc

In this section, a correlation deduced from Eq. (12) will be pre-
sented and will be validated against the data and models available
in the literature. By equating qi–l/qw to 1 in Eq. (12), and rearrang-
ing the terms we get,
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ðJasupÞfc ¼ 0:0006
ql

qv

� �0:83

Pr0:33
l

ja0:33
sub ð1þ :0005Re0:75

l Þ1:67

ð1þ 7:07 expð�512jasubÞÞ
1:67 ð13Þ

The minimum wall superheat at film collapse is then given by,

ðDTwÞfc ¼
hfg

Cpv
0:0006

ql

qv

� �0:83

Pr0:33
l

Ja0:33
sub ð1þ :0005Re0:75

l Þ1:67

ð1þ 7:7 expð�512JasubÞÞ
1:67

 !

ð14Þ

It must be noted that Eq. (14) is only valid for subcooled condi-
tions. This is because, as DTsub ? 0 (saturated conditions), qi–l/
qw ? 0 and hence the basic premise of the model (qi–l/qw = 1) will
never be satisfied. To extend the present correlation to saturated
and low subcooling cases, an expression for (DTw)fc given by Car-
bajo [20] for saturated conditions is added to Eq. (14) resulting
in the following form for (DTw)fc,

ðDTwÞfc ¼ ðDTw;satÞfc þ
hfg

Cpv
0:0006

ql

qv

� �0:83
 

�Pr0:33
l

Ja0:33
sub ð1þ :0005Re0:75

l Þ1:67

ð1þ 7:7 expð�512JasubÞÞ
1:67

!
ð15Þ

where

ðDTw;satÞfc ¼
1:372� 106

T2:3
cr

Tcr � Tsatffiffiffiffiffill
p

� �0:5

ð1þ 0:043Re0:4
l Þ ð16Þ

Fig. 14 shows a comparison of the proposed model for (Tw)fc

with previous correlations available in the literature. The correla-
tions of Drucker and Dhir [21] and Dhir and Purohit [5] were devel-
oped for water at atmospheric pressure for rod bundle and
spherical geometries respectively. Cheng et al.’s [22] correlation
was developed for water flowing in a vertical tube, but is valid
for a wide range of pressures. The results from current approach
compare well with the correlations given in [21] and [5] and are
generally higher than the predictions given in [22]. The deviation
with Cheng et al.’s correlation could be because their correlation
was developed using experimental data obtained at pressures
higher than one atmospheric pressure while the comparison in
Fig. 14 is made for a pressure of one atmosphere. The present cor-
relation also yields a non-linear increase in (Tw)fc with DTsub for low
DTsub (DTsub < 5 �C) and a linear increase in (Tw)fc with DTsub for
high DTsub (DTsub > 5 �C). Interestingly, a similar effect of DTsub is
predicted by the theoretical model given in [23].
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Fig. 15 shows a comparison of predicted and measured (Tw)fc.
The data from [22] were obtained using water at a pressure of
3.44 bar. It can be seen that the proposed model describes the ef-
fect of mass flux on (Tw)fc correctly even at pressures that are dif-
ferent from one atmosphere. The data from (Fig. 16), the
predicted (Tw)fc for Freon-113 is compared with the Freon-113 data
of [24]. Once again, the predictions from Eq. (15) are in good agree-
ment with data from experiments except at low mass velocities.

3.3. Effect of system pressure

Fig. 16 shows the effect of pressure on predicted partitioning of
wall heat flux (Fig. 16 (a)) and total wall heat flux (Fig. 16 (b)). In
Fig. 16 (b), for the cases of P = 1 bar and P = 2 bar, the plots of qw

versus DTsub do not extend beyond DTsub = 22 �C and DTsub = 53 �C,
respectively. This is because for P = 1 bar and P = 2 bar, qi–l/qw=1 at
DTsub = 22 �C and 52 �C respectively indicating that stable film boil-
ing is not possible for higher DTsub for the given DTw and G. Fig. 16
shows that for fixed DTw and G, qw increases as pressure increases,
whereas qi–l/qw decreases as pressure increases. In general, as pres-
sure increases, the fluid property group, qvhfg, increases
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significantly (for example, for water, as pressure increases from
1 bar to 100 bars, qvhfg increases by about 50 times). This in turn
increases the heat flux carried away by the vapor due to convection
thus reducing the fraction of heat taken away by the liquid. Even
though the contribution of qconv to qw was ignored for the range
of experimental conditions studied in the present work, it is still
possible to comment on the role played by qconv while explaining
the effect of system pressure on qi–l/qw. This is because, the
assumption of qconv ’ 0 was made only while estimating qevap from
qw and qi–l. Such an assumption was not made while developing
the correlations for qw and qi–l/qw. From Fig. 16, it can also be seen
that at higher pressures, the effect of DTsub on qi–l/qw?0 decreases.
This is due to the fact that DTsub tends to increase the rate of liquid
side heat transfer but as system pressure increases, the percentage
contribution of qi–l to qw decreases and in turn we see a smaller ef-
fect of DTsub at higher pressures.

In Fig. 17, the effect of varying the pressure on the model pre-
diction of (Tw)fc is shown. As the pressure increases, (Tw)fc first de-
creases and then starts increasing. This pattern is more apparent
for higher DTsub. As DTsub decreases, the initial decrease in (Tw)fc

with pressure becomes less apparent and for DTsub = 0 �C, (Tw)fc in-
creases monotonically with pressure. This increase is consistent
with Sakurai et al. [25]. From this figure, it can also be seen that,
as pressure increases, the effect of DTsub on (Tw)fc decreases and
it is found that for P > 30 bar, there is little effect of DTsub on (Tw)fc.
This behavior is consistent with the predictions of Carbajo [20].

It should be noted that the effects of surface roughness and oxi-
dation level on D(Tw)fc are not incorporated in Eq. (15). Sinha et al.
[26] conducted quenching experiments on Inconel-Al2O3 and Zir-
caloy-BN fuel rods and studied the effects of liquid subcooling, sur-
face roughness and surface oxidation on the minimum film boiling
temperature. In general, it was observed that increasing levels of
roughness or surface oxidation tend to result in higher values of
(Tw)fc. They explained that close to the minimum film boiling point,
the vapor film thickness decreased, and it was possible for the wall
roughness elements to interact with the liquid–vapor interface.
The roughness elements might have tripped the liquid–vapor
interface, enhancing surface-liquid contact. From their work, it is
quite evident that surface roughness and a thicker oxide layer al-
lowed quenching to occur at a considerably higher temperature.
Since Eq. (15) doesn’t take into account the surface roughness
and oxidation levels, predictions from Eq. (15) give a lower esti-
mate for D(Tw)fc on a real surface that has some degree of rough-
ness and oxidation.

Nevertheless, the validation of the model using experimental
data from literature shows good agreement between the predicted
and the measured values. The correlation although primarily
developed for water at atmospheric pressure, predicts well high
pressure data and data for Freon-113. The correlation is also in rea-
sonable agreement with the experimental data for water devel-
oped using various heater surface geometries (spheres, rod
bundles and vertical tubes). In addition, the subcooling and the
mass flux effects given by the model agree well with the trends
shown by the experimental data. Future work should be directed
towards collecting more experimental data on wall heat flux parti-
tioning using different test fluids and extending the model to those
fluids as well.

4. Conclusions

Flow film boiling experiments of water at atmospheric pressure
were conducted under steady state conditions for the following
range of parameters: 0 6 G 6 700 kg/m2s, 0 6DTsub 6 25 �C and
200 6 DTw 6 350 �C. Simultaneous measurements of the wall heat
flux, fluid temperature profiles, liquid side heat flux and interfacial
wave behaviour were obtained during steady state flow film
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boiling on a vertical plate. Based on the results of this study, the
following conclusions can be made.

� Film boiling wall heat transfer coefficient strongly depends on
mass velocity, liquid subcooling and wall superheat, but is a
weak function of axial distance. Heat transfer coefficient varies
linearly with liquid subcooling for a given wall superheat. The
enhancement in heat transfer, however, is less sensitive to liquid
subcooling at higher wall superheats.

� Liquid side heat flux is observed to be strongly dependent on
liquid subcooling and mass flux, but was a weak function of axial
distance and wall superheat.

� Empirical correlations have been developed for wall heat trans-
fer coefficient and wall heat flux partitioning. These correlations
show good agreement with the present experimental data and
also with the experimental data available in the literature.

� Additional validation for the correlation for wall heat flux parti-
tioning has been obtained by deriving a new correlation for the
minimum film collapse temperature ((Tw)fc). Comparison of the
proposed correlation with the data and correlations available
in the literature show good agreement.
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Appendix A

A.1. Estimation of heat flux due to radiation from the wall to the vapor
liquid interface

The radiation heat flux was estimated as [18],

qrad ¼
rðT4

w � T4
satÞ

1=ew þ 1=el � 1
ðA:1Þ

Using ew = 0.05 [9] and el = 0.95 [18], qrad for DTw = 300 �C,
400 �C are 0.05 W/cm2 and 0.1 W/cm2 respectively. This results
in the percentage contribution of radiation to the wall heat flux
to be less than 2%.

Since there is usually a considerable amount of variation in ew of
the surface, ew was varied from 0.05 to its maximum value of 1.0, to
estimate the range of the contribution of qrad to qw. For the case of
G = 175 kg/m2s, DTsub = 0.8 �C and DTw = 350 �C (maximum DTw

studied in this work), for 0.05 < ew < 1.0, qi–l/qw?0 varied from a
minimum of 0.8% to a maximum of 16% (for ew = 1.0). For higher
DTsub, since the wall heat flux is higher, the percentage contribu-
tion due to radiation is expected to be even lower.
Appendix B

B.1. Energy required for sensible heating of vapor

Heat flux required for sensible heating of vapor was estimated
using the following equation,

qconv;v ¼
d
dz

Z d

0
qvUvCpv DTvdy ðB:1Þ

To obtain an estimate for qconv,v, we need expressions for vapor
velocity and vapor temperature. An expression for vapor velocity is
obtained by solving the y-momentum equation in the vapor
boundary layer. After neglecting the inertia terms, the y-momen-
tum equation in the vapor boundary layer can be written as,
@2Uv

@y2 ¼ �ðql � qvÞg ðB:2Þ

Integrating twice using the following boundary conditions:
Uv(i=0)=0, and Uv(y=d)=Ui gives,

Uv ¼ �
1

2lv
ðql � qvÞgd2 y

d

� �2
þ Ui þ

ðql � qvÞ
2lv

gd2
� �

y
d

ðB:3Þ

Assuming a linear temperature profile in the vapor film,

DTv ¼ DTw 1� y
d

� �
ðB:4Þ

substituting Eqs. (B.4) and (B.5) in Eq. (B.1), and evaluating the inte-
gral, we obtain,

qconv;v ¼ qvCpv DTw
Ui

6
þ ðql � qvÞ

8lv
gd2

� 	
dd
dz

ðB:5Þ

For G = 175 kg/m2s, DTsub = 4.8 �C, DTw = 350 �C and z = 6.4 mm,
from the fluid temperature profiles, d = 0.10 mm and from the mo-
tion pictures of the interface, Ui = 0.8 m/s. Since at the leading edge
(z = 0), d = 0 mm and at z = 6.4 mm, d = 0.1 mm [15], an estimate
for dd/dz can be obtained as dd/dz = 0.1/6.45 = 0.016. Evaluating
the vapor properties at the mean film temperature (= (Tw + Tsat)/
2 = 275 �C) and substituting in Eq. (B.6), we get, qconv,v= 0.33 W/
cm2. For this case qw = 8.6 W/cm2 and hence qconv,v/qw=3.8% which
is within the uncertainty level of qw.

Appendix C

C.1. Estimating Local liquid subcooling

The heat transferred into the liquid is utilized in heating up of
the liquid. Hence, at any axial location, z,

_mCpldTl ¼ qi�lwdz ðC:1Þ

Hence,

Tl;z � Tl;inlet ¼ DTsub;inlet � DTsub;z ¼
Z 2

1

qi�lw
_mCpl

dz ðC:2Þ

The local subcooling can now be expressed as

DTsub;z ¼ DTsub;inlet �
kvDTww
Lc _mCpl

Z 2

1

qi�l

qw

� �
ðNuwÞdz ðC:3Þ

In order to estimate local liquid subcooling from Eq. (C.3),
expressions for Nuw and qi–l/qw were required. However, the
change in liquid subcooling needs to be accounted for inorder to
develop correlations for Nuw and qi–l/qw. Hence, a trial and error
process was adopted and the local liquid subcooling at any given
axial location was estimated.

In general, the change in liquid subcooling with axial location is
higher for higher inlet liquid subcooling for fixed massflux and
DTw. For example, for G = 350 kg/m2s, DTw = 270 �C, the change in
liquid cooling along the entire length of the test section (30 cm)
was 0.4 �C, 0.7 �C and 0.9 �C for DTsub,in = 5.1 �C, 10.7 �C and
24.5 �C respectively. For the present experimental conditions, the
maximum change in liquid subcooling along the length of the test
section (30.5 cm) was about 2.3 �C for the case of G = 175 kg/m2s,
DTsub,in = 24.5 �C, DTw = 350 �C.

References

[1] L.A. Bromley, Heat transfer in stable film boiling, Chem. Eng. Progress 46
(1950) 221–227.

[2] E.M. Sparrow, R.D. Cess, The effect of subcooled liquid on laminar film boiling,
ASME J. Heat Transfer 84 (1962) 139–152.

[3] J.C.J. Koh, Analysis of film boiling on vertical surfaces, ASME J. Heat Transfer 84
(1) (1962) 55–62.



3546 P.K. Meduri et al. / International Journal of Heat and Mass Transfer 52 (2009) 3534–3546
[4] K. Nishikawa, T. Ito, Two-phase boundary layer treatment of film boiling, Int. J.
Heat Mass Transfer 9 (1966) 103–115.

[5] V.K. Dhir, G.P. Purohit, Subcooled film boiling heat transfer from spheres,
Nuclear Eng. Des. 47 (1) (1978) 49–66.

[6] E.M. Greitzer, F.H. Abernathy, Film boiling on vertical surfaces, Int. J. Heat Mass
Transfer 15 (1972) 475–491.

[7] T.D. Bui, V.K. Dhir, Film boiling on a vertical plate, ASME J. Heat Transfer 107
(1985) 756–763.

[8] R. Vijaykumar, V.K. Dhir, An experimental study of subcooled film boiling
on a vertical surface-thermal aspects, ASME J. Heat Transfer 114 (1992)
169–178.

[9] T.D. Bui, Film and transition boiling of water on vertical surfaces, PhD thesis,
University of California, Los Angeles, CA, 1984.

[10] M. Shiotsu, K. Hama, Film boiling heat transfer from a vertical cylinder in
forced flow of liquids under saturated and subcooled conditions at pressures,
Nuclear Eng. Des. 200 (2000) 23–38.

[11] Y.Y. Hsu, J.W. Westwater, Approximate theory for film boiling on vertical
surfaces, Chem. Eng. Progress Sympos. Ser. 56 (30) (1960) 15–24.

[12] G.E. Coury, A.E. Duckler, Turbulent film boiling on vertical surfaces. A study
including the influence of interfacial waves, Proceedings of International Heat
Transfer Conference, Paris, Paper No. B.3.6, 1970.

[13] N.V. Suryanarayana, H.Jr. Merte, Film boiling on vertical surfaces, ASME J. Heat
Transfer 94 (1972) 371–384.

[14] M. Aritomi, A. Inoue, S. Aoki, K. Hanawa, Thermo-hydraulic behavior of
inverted annular flow, Nuclear Eng. Des. 120 (1990) 281–291.

[15] P.K. Meduri, Wall heat flux partitioning during subcooled flow film boiling of
water on a vertical surface, PhD thesis, University of California, Los Angeles,
CA, 2007.
[16] N. Hammouda, D.C. Groeneveld, S.C. Cheng, Two-fluid modelling of inverted
annular film boiling, Int. J. Heat Mass Transfer 40 (11) (1996) 2655–2670.

[17] N.I. Kolev, Film boiling on vertical plates and spheres, Exp. Thermal Fluid Sci.
18 (1998) 97–115.

[18] M. Mosaad, K. Johannsen, Experimental study of steady state film boiling heat
transfer of subcooled water flowing upwards in a vertical tube, Exp. Thermal
Fluid Sci. 2 (1989) 477–493.

[19] H. Ohtake, S. Nishio, Natural-convection film boiling heat transfer
(experiments of subcooled film boiling with long vapor film), JSME Int. J. Ser.
B 37 (1) (1994).

[20] J.J. Carbajo, A study on the rewetting temperature, Nuclear Eng. Des. 84 (1985)
21–52.

[21] M. Drucker, V.K. Dhir, Effects of high temperature and flow blockage on the
reflood behavior of a 4-rod bundle, EPRI Report, NP-2122, 1981.

[22] S.C. Cheng, P.W.K. Lau, K.T. Poon, Measurements of true quench temperature of
subcooled water under forced convective conditions, Int. J. Heat Mass Transfer
28 (1) (1985) 235–243.

[23] V.B. Khabenskii, V.S. Granovskii, A.A. Malakhov, Minimum wall superheat in
film boiling with subheating, Inzhenerno-Fizicheskii Zhurnal 42 (3) (1982)
383–386.

[24] K. Adham-Khodaparast, J.J. Xu, M. Kawaji, Flow film boiling collapse and
surface rewetting in normal and reduced gravity conditions, Int. J. Heat Mass
Transfer 38 (15) (1995) 2749–2760.

[25] A. Sakurai, M. Shiotsu, K. Hata, Effect of system pressure on minimum film boiling
temperature for various liquids, Exp. Thermal Fluid Sci. 3 (1990) 450–457.

[26] J. Sinha, L.E. Hochreiter, F.B. Cheung, Effects of surface roughness, oxidation
level and liquid subcooling on the minimum film boiling temperature, Exp.
Heat Transfer 16 (2003) 45–60.


	Wall heat flux partitioning during subcooled forced flow film boiling of water  on a vertical surface
	Introduction
	Experimental apparatus and procedure
	Experimental apparatus
	Experimental procedure
	Data reduction
	Uncertainty estimation

	Results and discussion
	Wall heat flux partitioning during subcooled film boiling
	Wall heat flux (qw) and film boiling heat transfer coefficient (hw)
	Effect of axial location (z), massflux (G), liqu
	Correlation for wall Nusselt Number (Nuw) and comparison with data
	Liquid side heat transfer and evaporation heat flux

	Correlation for minimum film collapse temperature, (Tw)fc
	Effect of system pressure

	Conclusions
	Acknowledgement
	Appendix A
	Estimation of heat flux due to radiation from the wall to the vapor liquid interface

	Appendix B
	Energy required for sensible heating of vapor

	Appendix C
	Estimating Local liquid subcooling

	References


